Lecture 21. Multiple Eigenvalue Solutions

In this section we discuss the situation when the characteristic equation
|A — AI| =0 (1)
does not have n distinct roots, and thus has at least one repeated root.

An eigenvalue is of multiplicity k if it is a k-fold root of Eq. (1).

1. Complete Eigenvalues

e We call an eigenvalue of multiplicity k complete if it has k linearly independent associated eigenvectors.

e |f every eigenvalue of the matrix A is complete, then - because eigenvectors associated with different
eigenvalues are linearly independent-it follows that A does have a complete set of n linearly independent
eigenvectors v, va, ..., vV, associated with the eigenvalues A1, A, . .., A,( each repeated with its
multiplicity).

¢ |n this case a general solution of Eq. (1) is still given by the usual combination

x(t) = c1vieM + covaet 4 - 4 ey v ettt

Example 1 (An example of a complete eigenvalue)

Find the general solution of the systems in the following problem.

2 0 0
x'=|1-7 9 7(x
0 0 2

ANS: The characteristic equation of the coefficient matrix A is
2—A 0 0
|JA—=X|=| =7 9—-2X 7T | =2-X)
0 0 2—-A

Thus A = 2,2,9.

‘9—)\ 7

0 Q_A‘:(z—,\)%g—x):o

e Case A\; = 2. We solve (A Al)v

a 0
Thatis, (A — M\ D)v= -7 7 7| |b| =10
C 0



= —a+b+ec=0
o Ifc=0,—a+b=0.

1
We cantakea = b = 1.Thenvy; = |1 isan eigenvectorto A\; = 2.
0
o Ifb=0,then —a—+c=0.
1
We cantakea = ¢ = 1. Then vy = [0] is another eigenvector to A\; = 2.
1

Note v and vg are linearly independent.

e Case Ay = 9. We solve

-7 0 0 a 0
(A—9N)vs3= (-7 0 7 bl =10
0 0 —-7] |c 0
a=0
=<qa+c=0.
c=0
0
Letb = 1.Thenvs = |1 is an eigenvector corresponds to Ay = 9.
0
Then the general solution is
1 1 0

x(t) =c [1|e* +co |0]e* +c3 |1|e*
0 1 0



2. Defective Eigenvalues ie. X ho less thom A h‘v\em’(»y ;,\dere”o&m

e An eigenvalue A of multiplicity £ > 1 is called defective if it is not complete. Qt?ﬁl’ll/@d‘ors)

e If the eigenvalues of the n X n matrix A are not all complete, then the eigenvalue method will produce
fewer than the needed n linearly independent solutions of the system x’ = Ax.

e An example of this is the following Example 2.

e The defective eigenvalue A; = 5 in Example 2 has multiplicity k = 2, but it has only 1 associated
eigenvector.

The Case of Multiplicity k£ = 2

Remark: The method of finding the solutions is summarized in the Algorithm Defective Multiplicity 2
Eigenvalues. The following steps explain why this algorithm works.

e Letus consider the case k = 2, and suppose that we have found (as in Example 2) that there is only a
single eigenvector v associated with the defective eigenvalue .

e Then at this point we have found only the single solution X1(t) = V1€>‘t of x' = Ax.

Recall when solving az” + bz’ + cx = 0.
If ar? 4+ br + ¢ = 0 has repeated roots. Then two linearly independent solutions are e, te™

e By analogy with the case of a repeated characteristic root for a single linear differential equation, we might
hope to find a second solution of the form

Xo(t) = (vat)e = vote™

e When we substitute x = voteMinx’ = Ax, we get the equation
voe + Avote™ = AvoteM
e But because the coefficients of both e and te** must balance, it follows that vo = 0, and hence that
Xz(t) =0.

e This means that - contrary to our hope - the system x’ = Ax does not have a nontrivial solution of the
form we assumed.

e |etus extend our idea slightly and replace vot with vt + vo.
e Thus we explore the possibility of a second solution of the form

A At

Xg(t) = (Vlt + V2)€ t— Vlte)\t + voe

where Vi and V9 are nonzero constant vectors.

e When we substitute x = viteM + voeMin x’ = Ax, we get the equation
viet + \vite HAvoe = Avite +HAvoe
A3Et = ATLET > AV =0T
-~ 3 S S rei —
BT+ AN = ANgE D T = AL > DD T,

>



e We equate coefficients of e* and te* here, and thereby obtain the two equations
(A=AI)vi=0 and (A—-A)vs=v,
that the vectors v; and vy must satisfy in order for
x2(t) = (vit + Vg)e)‘t = vite™ + voet

to give a solution of x’ = Ax.

¢ Note that the first of these two equations merely confirms that v is an eigenvector of A associated with
the eigenvalue A.

e Then the second equation says that the vector vy satisfies
(A= AI)?vy = (A = A [(A = AI)vy] = (A — AI)v; = 0

e [t follows that, in order to solve the two equations simultaneously, it suffices to find a solution v, of the
single equation (A — AI)%v, = 0 such that the resulting vector vi = (A — AI)vy is nonzero.

Algorithm Defective Multiplicity 2 Eigenvalues
1. First find nonzero solution vy of the equation
(A —AD)?vy, =0 (2)
such that
(A = AD)vy = vy (3)
is nonzero, and therefore is an eigenvector v associated with .
2. Then form the two independent solutions
x1(t) = viet (4)
and
Xo(t) = (vit + va)e (5)

of x’ = Ax corresponding to \.
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Generalized Eigenvectors
The vector vs in Eq. (2) is an example of a generalized eigenvector. If \ is an eigenvalue of the matrix A, then

a rank r generalized eigenvector associated with A is a vector v such that
(A-AX)"'v=0 but (A—-XI)"'v#Do0. (6)

The vector vs in (2) is a rank 2 generalized eigenvector (and not an ordinary eigenvector).




Example 2 (A with multiplicity 2, and A is defective)

Find the general solution of the system in the following problem. Use a computer system or graphing calculator
to construct a direction field and typical solution curves for the system.

;1 -4
X = X
4 9

ANS: Find the eu‘jenmlue Of A

0= | A_)\II - A -4 = (FA(F-M)+ [6 = XN —=Jox +)¢

4 9

=(A-5) =0
D A= with WW'H:‘F“ cH:fl_

(A\-Sl)vla > ~4 4o - 0 D Otb=p :)a'__,.‘)'
 4||b) [0
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0=(A-S1) V. = [“* ol | {C‘]
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Here is an online direction field calculator that generates the graph



Example 3. Find the most general real-valued solution to the linear system of differential equations
, -2 1
X = X
-1 —4
Mic: Find +he e-jm Vor s o-,L A

D
Sl 4en

= (AFDAT4)H 1= XHbxH]

0= [A-)T| =
= (N+3)y =0

DA=-3,-3
Check. Hf XAz =3 g o(e]‘ec-h‘ue:
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So we have
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Me 3enero~l solmdion is

Xety: (% H) + G X, )

Vector Fields

Author: Juan Carlos Ponce Campuzano

Topic: Vectors 2D (Two-Dimensional), Calculus

Change the components of the vector field.

Vector Field < —2x+y,x —4y >

Vx(x,y)= -2x+y

Vy(xy)= x - 4y
Xxmin = -5 xmax =5

(J L
ymin = -5 ymax =5

xn =28 yn=8

e

v =0.02 vh =0.09
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Exercise 4. Solve the system

dx 3 9
_ = X
dt -1 -3

with %(0) = m

Give your solution in real form.

Answer.

. . . 3 9
First, we find the eigenvalues of A = 1 3|

We solve

3—-2A 9

A—- M| =
A= 7,

‘:,\2:0

Thus A = 0 with multiplicity 2. It is not hard to check that A\ = 0 is defective.
So we apply the algorithm discussed in this lecture to find v and va.
We first solve for vo from (A — AI)%vy = 0.

We have

(A=ADv = l—31 —93] ' l—gl —93] Ve {8 g] v2=0.

1
Thus any vy would work. Let's take vy = {0]

3 9 1 3
Then we compute v = (A — Al)vy = { . 3] . lO] = { ]

Therefore, we have two linearly independent solutions

xi1(t) = vieM = {_1] e — {_31]

x5(t) = (vit + vo)e = ({_?’JH Ll)DeOt = l—?)l]H {

Thus the general solution is

o= 4] re (5] <L)

2

4] to x(t), we have

We plug in the initial condition x(0) = {



= 5] v (lg]) =[]

So3cy + ¢c2 = 2 and —c; = 4. Therefore, ¢c; = —4 and ¢y = 14.

Thus the particular solution to the initial value problem is

ORI RO M)

Remark: The general solution might vary by your choice of v and v9. But the particular solution to the initial
value problem is unique. That is, each function in the entries of x(¢) is a unique function to the initial value
problem in this question.

Exercise 5. Suppose that the matrix A has repeated eigenvalue with the following eigenvector and generalized
eigenvector:

3
A = 3 with eigenvector v = L] and generalized eigenvector w = LJ .

Write the solution to the linear system 7 = A7 in the following forms.
(1) In eigenvalue/eigenvector form.

(2) In fundamental matrix form.

(3) As two equations.

Answer.
o) = el e (G + L)

(2) In this case, the fundamental matrix <I>(t) has two colums consists x; and x5, where x; and x9 are two
. . ) . . C1
linearly independent solutions to the system. And we can write the general solution as x(t) = ®(t) l 1 :

(&)
So we have

ol =l gl 2]

(3) We need to describe the solutions to the two unknow functions explicitly, that is,

z(t) = c1e® + ca(3 + t)e™
y(t) = 2c1e3 + co(4 + 2t)e™



